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Stakeholders

● Day trading services such as Fidelity 

Investments, Interactive Brokers, Charles 

Schwab, etc.

● Long-term investors



Exploratory data analysis

● We plot the autocorrelation of the first difference for the 

opening and closing Microsoft stock prices at various lags.

● We clearly see that 
there is no trend or 
seasonality and the 
data is truly 
stationary



Statistical Modeling

● We implement Gaussian rolling average, naive forecast, simple 

exponential smoothing and ARIMA models.

● Our Key Performance Indicator is Root Mean Squared Error.

Training data Test data



One day forecasts

● We can clearly see that the 
naive forecast, exponential 
smoothing and ARIMA models 
perform equally good and 
much better than the Gaussian 
rolling average model.

● This is also evident from the 
RMSE.



RNN regressor with LSTM cell
● Task: use 40 days of MSFT open price to predict the opening price of 41st day



Is LSTM regressor useful? 
● LSTM regressor appears to give excellent modeling of the market movement 

● However, the predicted price appears to be a lagged curve of actual price!



LSTM regressor quantile loss
● Task: use 40 days to predict a confidence interval of opening price of 41st day

Reference for quantile loss: 
https://www.evergreeninnovations.co/blog-q
uantile-loss-function-for-machine-learning/

https://www.evergreeninnovations.co/blog-quantile-loss-function-for-machine-learning/
https://www.evergreeninnovations.co/blog-quantile-loss-function-for-machine-learning/


LSTM classifier
● Task: predict if opening price on day n+1 is higher or lower than on day n

● Data: ~ 51% chance of price moving up

● LSTM classifier does much better than random guess!



LSTM regressor combining stocks
● Task: combine opening prices of various stocks as features to train generic regressor



LSTM regressor for multiday forecasting

● Regressor severely 
underestimates market 
volatility



● Statistical modeling useful for checking trends and 
quantifying metrics.

● LSTM useful for predicting market movement. 

● Can we train a multiclass classifier?
● Does adding market indicators help with classification 

accuracy (ex. sentiment analysis or technical 
indicators such as relative strength index)? 

Summary and Outlook
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