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Overview

Question: How can we use climate, epidemiological, and other data to forecast the dynamics of 

infectious diseases, e.g. dengue? 

Goal:  We use deep learning algorithms to analyze climate, epidemiological, and social data in 

order to forecast dengue dynamics, focusing on the case of Bangladesh.

Use: Policymakers can use our model to analyze or predict dengue dynamics, in order to better 

allocate resources and implement more effective public health measures.

Data: Climate Data ,  Epidemiological Data and Google Trends Data

https://open-meteo.com/en/docs/historical-weather-api#latitude=24&longitude=90&start_date=1940-01-01&end_date=2024-05-22&hourly=temperature_2m,relative_humidity_2m,dew_point_2m,apparent_temperature,rain,soil_temperature_0_to_7cm,soil_temperature_7_to_28cm,soil_temperature_28_to_100cm,soil_temperature_100_to_255cm,soil_moisture_0_to_7cm,soil_moisture_7_to_28cm,soil_moisture_28_to_100cm,soil_moisture_100_to_255cm&daily=&csv_coordinates=23.6850,+90.3563%0A&timezone=auto
https://old.dghs.gov.bd/index.php/bd/home/5200-daily-dengue-status-report
https://trends.google.com/trends/


Data preprocessing

Collect daily Climate Data

Collect monthly Google Trends 
Data

Collect the daily Epidemiological 
Data

Convert into monthly data

Data frame

Convert into monthly data



Exploratory data analysis
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Visualizing the data
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Some aspects of model training

● Data was scaled before training for better performance

● For deep learning algorithms, hyperparameter optimization was done using a grid search 

or a Bayesian method (using the Optuna library)



1. CNN
2. LSTM
3. GRU
4. Random Forest
5. XGBoost

Model building

Model trained on 
70%-10%-20% 

training-validation-test 

Statistical Model: ARIMA

Time series forecasting  
(total six) 

Model Ensemble
Model trained on 

80%-20% training-test 
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Ensemble model



Ensemble model: Forecasting



Ensemble model: Forecasting



Model performance



Conclusion

● Six deep learning and statistical models were deployed to forecast dengue dynamics in 

Bangladesh.

● Difficult to forecast the magnitude of the peak, but more reasonable to forecast when the 

peak will be and general trends

● Two models—GRU and CNN—reasonably forecast dengue cases for 2024, in terms of both 

test error and visual trend of forecasting in the unknown future.



● It remains to be explored if separating seasonal and trend components in the data 

improves model performance.

● Forecasting can be improved by using a bigger dataset.

● Future work will involve implementing hybrid deep learning models and sophisticated 

probabilistic time series forecasting algorithms.

Future directions
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