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Goals

● Identify topics from a collection of articles

● Assign each article one or more topics, weighted by relevance

Applications:

● Study topic trends

● Build a recommendation engine
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Data Cleaning

● Abstracts were converted to lowercase
● Punctuation was stripped
● Acronyms were kept in

○ Ex: U.S. -> us
● Words in abstracts were put into lists
● Common phrases were kept together 

○ Ex: climate_change
● Dates kept in
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Latent Dirichlet Allocation (LDA) Model

● LDA takes in a corpus of documents and generates representative topics

● Our corpus consists of NYT abstracts

● For each topic, the LDA model generates the top keywords
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Recommendation System

● Cosine similarity is the cosine of the angle between the vectors

● LDA model returns a vector of probabilities for each topic

● Recommendation system based on LDA model



BERTopic

● Embeds docs using transformers to 

(default is ‘all-MiniLM-L6-v2’ which 

outputs 384 dimensional vectors)

● Reduces dimensionality using UMAP 

and clusters with HDBSCAN

● Identified over 400 emerging topics 

over the course of the past year

● Ollama was used to give sensible 

labels to these topics



BERTopic

● Supports dynamic topic modeling to 

understand the popularity of an 

identified topic over time

● Provides built-in search functions to 

go from topics to documents that 

could be useful for a recommender



Future Directions

● Enhance Model Performance with Hyperparameter Tuning

● Include additional data (lead paragraph, keywords etc) into the analysis

● Analyze Temporal Trends

● Integrate User interaction Data

● …and more!
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