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Overview - Problem
Voice-enabled assistants open the world of useful and sometimes 
life-changing features of modern devices. These revolutionary AI solutions 
include automated speech recognition (ASR) and machine translation. 

Unfortunately, these technologies are often not accessible to the more than 
70 million Deaf people around the world who use sign language to 
communicate, nor to the 1.5+ billion people affected by hearing loss globally.

Kaggle competition: https://www.kaggle.com/competitions/asl-fingerspelling/overview



Overview - Facts
Fingerspelling uses hand shapes that represent individual letters to convey words. While 

fingerspelling is only a part of ASL, it is often used for communicating names, addresses, phone 

numbers, and other information commonly entered on a mobile phone. 

ASL fingerspelling can be substantially faster than typing on a smartphone’s virtual keyboard. 

But sign language recognition AI for text entry lags far behind voice-to-text or even 

gesture-based typing, as robust datasets didn't previously exist.

Kaggle competition: https://www.kaggle.com/competitions/asl-fingerspelling/overview



Overview - Goal
➢ Detect and translate American Sign Language (ASL) fingerspelling into 

text. 
➢ There is potential for an app that can then translate text input using sign 

language-to-speech technology to speak the words. Such an app would 
enable the Deaf and Hard of Hearing community to communicate with 
hearing non-signers more quickly and smoothly.

Kaggle competition: https://www.kaggle.com/competitions/asl-fingerspelling/overview



Data Description
More than three million fingerspelled characters 
produced by over 100 Deaf signers captured via 
the selfie camera of a smartphone with a variety 
of backgrounds and lighting conditions.

The videos were then processed with MediaPipe 
to yield the landmark files, consisting of the 
coordinates of several parts of the human body.

The train and test datasets contain randomly 
generated addresses, phone numbers, and 
URLs.



Dataset Challenges
➢ The dataset is irregular.

○ There is an abundance of NaNs.
○ Most columns contain irrelevant information.

➢ Huge dataset.
○ The whole dataset occupies 170 GB.

➢ The base truth is hard to obtain.
○ While each landmark file does correspond to a phrase, the individual characters have to 

be guessed.
○ Some distinct characters have identical signs (like 6 vs. W or 0 vs. o)
○ Finding out where the transition between characters occur requires work.

■ Some letters, like I and Z, contain motion in their spelling.



Data Visualization &
EDA



Insights about Data
➢ Keep only the columns relating to the left and right hands.
➢ Remove the rows with more than 20 NaNs, so as to remove the 

transitions.
➢ Center data around the coordinates x_0, y_0, which corresponds to the 

wrist.
➢ Left hand can be reflected to yield more samples for the right hand.
➢ Each finger is described by 8 features.



Method 1
➢ Use a 1D Convolutional NN to capture the fingers’ information.
➢ Use a feed-forward NN with 3 layers.
➢ Output one of the 59 possible characters with a softmax layer.
➢ Iterating through all frames, when a sequence of frames are all predicting 

the same character, add this character to our phrase prediction.



Results

Example prediction:

Prediction: 95wo+ano
Target:        9560 plano



Method 2
PCA → K-Means → Clusters → Translate

➢ Number of components: By observing the explained variance, we choose 
the dimension the contributes 1% information as much as the first one. 

➢ Number of clusters: By removing the repeated letters/numbers/signs in 
the phrase, we set the number of unique letters as the number of 
clusters.

➢ Get cipher and do substitution translation to get the final text.



Results



What’s Next?
➢ Downsize and smooth data

○ Identify which hand is used in the video and remove z-coordinate components.
○ For a specific sequence, group rows with no NaNs and keep only the groups whose length 

is larger than 10% of the total number of rows.
○ Extract the center of the hand, calculate the relative distances of landmarks to the center, 

map the right hand to the left hand by mirror symmetry and keep the five landmarks with 
the largest distances to the center to represent the outer shape of the hand.

➢ Clean data
○ Scale data so that the largest relative distance is one unit.
○ Cluster data for all the 59 symbols, filter out data whose distance to the center is larger 

than one standard deviation and find the correspondence between clusters and symbols.
➢ Try a recurrent NN with CTC loss function similar to DeepSpeech2.
➢ Train and test models


