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Research Question

● How robust, reliable, and safe are VLMs like GPT-4o and GPT-4o-mini?

● Testing performance in Out-of-Distribution (OOD) scenarios, ambiguous visual contexts, 
and complex reasoning tasks using the VLLM Safety Benchmark (OODCV-VQA, 
Sketchy-VQA).



Related Work

1. Evaluating VLM Safety in OOD Scenarios (Patel et al., 2023)

2. Generalization in VQA Models (Agrawal et al., 2022)

3. Counterfactual VQA Benchmark (Xie et al., 2022)

4. Answering Counterfactual Questions in VLMs (Singh & Lee, 2023)



Experiment Setup

● Datasets: 
○ OODCV-VQA (Yes/No, Digits, and Counterfactual)
○ Sketchy-VQA and Sketchy-VQA Challenging

● Models: GPT-4o and GPT-4o-mini

● Tools: OpenAI API for visual question-answering

● Evaluation Metrics: 
○ Accuracy (exact match and semantic similarity) 



Evaluation:

Datasets Evaluated:

● OODCV-VQA Questions 
Template

Focused on Yes/No, Digits, and 
Counterfactual questions.

● Sketchy-VQA Questions 
template 

Included simple and challenging 
sketch-based questions.



Evaluation on OOD-VQA dataset with OODCV-VQA questions



Evaluation with OODCV-Counterfactual Questions 



Evaluation on Sketchy-VQA dataset



Evaluation on Sketchy-VQA challenging dataset



Results

Out-of-Distribution (OOD) Dataset:

● GPT-4o achieved ~100% accuracy, while GPT-4o-mini reached ~90% on tested samples.
● Performance declined on counterfactual reasoning tasks.

Sketchy-VQA Dataset:

● Both models performed well on simple sketches but struggled with ambiguous or 
less-detailed visuals.

● GPT-4o exhibited higher precision overall, but inconsistencies and hallucinations emerged 
with ambiguous inputs.



Performance Metrics



Lesson learnt from the results

1. Strengths

● GPT-4o demonstrates robust handling of OOD and simple sketch data

2. Weaknesses

● GPT-4o-mini struggles more with ambiguous and counterfactual scenarios, highlighting a 
gap in interpretive capabilities.

● Both models face challenges with less-detailed visuals, reflecting limitations in abstract 
reasoning.

3. Safety Concerns

● Ambiguous outputs and hallucinations indicate risks in deploying VLMs for critical 
applications.


