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Introduction
Trained convolutional neural networks (CNNs) to classify microscope 

images of lung cells as cancerous (2 types) or non-cancerous 

cancerous
(adenocarcinoma)

cancerous
(squamous cell carcinoma)

non-cancerous
(normal lung cells)



Introduction
● Dataset: “Lung and Colon Histopathological Images” (kaggle.com)

● 15,000 RGB images (5000 of each cell type) of size 768x768

● Constructed from 250 original images (of each cell type) then augmented 

to 5000 by geometric transformations (rotations, reflections, shears, etc.)



Image = Matrix

  Image =>                  digital image =>                  Matrix
NOWADAYS: 5,000 x 5,000 pixels (or more) for larger ones

Our aim is to recognize objects in images as quickly 
and efficiently as possible. Mistake



CNN - Convolutional Neural Network

1. Input layer
2. Convolutional Layers
3. Activation Functions
4. Pooling Layers
5. Fully Connected Layers
6. Output Layer

          Fully connected layer 
    self.fc1 = nn.Linear(8 * NODE * NODE, 64) 
    self.act3 = nn.ReLU()
    self.fc2 = nn.Linear(64, 3)

nn.Conv2d(3, 16,kernel_size=3, padding=1) nn.Linear(8 * NODE * NODE, 64) 

                       Convolution layer 
    self.conv1 = nn.Conv2d(3, 16, kernel_size=3, padding=1)
    self.act1 = nn.Tanh()
    self.pool1 = nn.MaxPool2d(2)

Pytorch code includes data loading, model definition, training, and evaluation.



Forward and backward propagation 

Weight W

Lo
ss

Repeat

Forward: Z = WX + b

Backward:
W = W - algha*d(loss)/d(W)

b = b - algha*d(loss)/d(b) 

       Gradient descent

Activation 
Function



-  Improvement on Baseline CNN        
model with different methods.

-  Dropout and batch 
normalization provide best   
improvement.

-  Single Block ResNet gives no       
improvement over Baseline CNN.



- Batch Normalization, Drop out and ResNet improve the training efficiency.

- Batch Normalization improves training accuracy and improves the training efficiency by large  margin.



Some Advanced Models

- Channel Boosted CNN: [1804.08528] A New Channel Boosted Convolutional Neural Network using 
Transfer Learning (arxiv.org)

- Leverages additional channels from pre-trained networks

- We are not using pre-trained networks, so this may not be beneficial 

- Residual Network (ResNet): [1512.03385] Deep Residual Learning for Image Recognition (arxiv.org)
- Introduced “Skip” Connections which allow training of very deep networks

- We attempt a 20 and 40 layer network (c.f. baseline of only 6 layers)

https://arxiv.org/abs/1804.08528
https://arxiv.org/abs/1804.08528
https://arxiv.org/abs/1512.03385


AlexNet and ZFNet
AlexNet: ImageNet classification with deep 
convolutional neural networks | Communications of 
the ACM

- Won ImageNet Large Scale Visual Recognition 

Challenge in 2012

ZFNet: Visualizing and Understanding 
Convolutional Networks | SpringerLink

- Similar Architecture, but improved to 
win ImageNet 2013 Challenge

- 5 Convolutional Layers, 3 Dense 
Layers, Max pooling, Dropout

– ZFNET–  
ARCHITECTURE

https://dl.acm.org/doi/10.1145/3065386
https://dl.acm.org/doi/10.1145/3065386
https://dl.acm.org/doi/10.1145/3065386
https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53
https://link.springer.com/chapter/10.1007/978-3-319-10590-1_53


ZFNet Results

- High Accuracy
- 99.5% Accuracy on Training Set
- 98.8% Accuracy on Validation Set

- Confusion Matrix: Visualize Misclassifications
- No confusion between SCC and N
- Some confusion between ACA and N



ZFNet Experiments

- All normalization 
methods provide better 
performance than 
without.

- Normalizations do not 
appreciably increase the 
time to train

- Exception: LCN
- No built in pytorch 

method
- Custom 

implementation 
may be inefficient

Local Response Normalization (LRN) used in AlexNet (2012)

Local Contrast Normalization (LCN) used in ZFnet (2013)

Batch Normalization (BN) first used in (2015)



Best Models
- ZFNet architecture had the highest 

accuracy by far. 
- > 99 % accuracy

- Deep Resnet with 40 layers takes 
significantly longer to train than other 
models (> 80 min)

- More complex isn’t always 
better

- AlexNet accuracy is good but didn’t 
train long enough

- Validation accuracy did not 
plateau



Conclusion

- We used an existing Kaggle Dataset as a testbed for various CNN techniques

- We tweaked parameters of the CNN to understand what works best on our data

- Found that more complex models with wider or deeper architectures are not 

always better

- We manually implemented some advanced CNN architectures that have good 

performance on past data sets

- We achieved high performance with one model: ZFNet with over 99% accuracy on the 

dataset


