
Predicting NBA Player 
Retention

Alex Pandya, Peter Johnson, Andrew Newman, Ryan Moruzzi, 
Collin Litterell

THE ERDŐS INSTITUTE

DATA SCIENCE BOOT CAMP

https://www.erdosinstitute.org/


Overview

● The National Basketball Association (NBA) is a major professional sports 
league with a growing global reach and many interested parties including:

○ Basketball fans,
○ Sport bettors - casual and professional,
○ TV networks and advertisers,
○ The NBA itself, etc.

● For these stakeholders, it is important to have a framework for analyzing the 
future state of the NBA when making decisions such as

○ An NBA front office constructing their roster, or
○ The NBA and networks negotiating TV contracts.



Problem description

Goal: Predict if a given NBA player will play in the next NBA season based on their 
current season:

● On-court performance, age, and experience, 
● Salary,
● Transactions.



Data collection

We gathered:

● NBA counting statistics via an NBA API library
● NBA advanced statistics via kaggle
● Player Salaries scraped from hoopshype.com
● Player transactions (waived/traded) from basketball-reference.com



Data cleaning

The statistic data was gathered into multiple .csv files and decisions were made 
for consistency of those files. For example:

● Creating a SEASON_START column, making year into a single value instead 
of a span of years, e.g. 2015 for 2015-2016.

● Create a team abbreviation column.
● Matching player identification numbers and names. 

We then merged our .csv files into one file to analysis

● The key step to merge the data was to utilize player_id’s, and join the .csv 
files by aligning SEASON_START, player_id, and team abbreviations. 



Feature selection/engineering
We first explored basic stats for 
statistically significant differences 
between waived and non-waived player.

In the aggregate, waived players are 
worse than non-waived, but on a player 
by player basis, prediction is difficult.

● To narrow down the features, we looked at correlation, and rescaled relevant 
stats on a per-minute scale. 

● We also wrote a custom version of the Standard Scaler to normalize features 
on a per season basis to account for general player improvement over the 
years.



Exploratory data analysis

● We attempted a few models to 
predict if a player would be waived 
ahead of the start of next season.

● The table shows the results of a 
single instance of KNN (k = 15). 
The baseline is random guess at 
the correct proportion.

● Other methods (Decision Tree, 
Logistic Regression, Random 
Forest Classifiers) produced similar 
results.



Model selection I: key question

● Corr(stats, IN_LEAGUE_NEXT) is reasonably large

● Key question: can we predict player retention for the next 
season using current-season data?



Model selection II: approach

● Classification problem with two considerations:
1. Imbalanced classes (~80% players retained)
2. Time series structure (cannot use future data in predictions!)

● Solutions:
1. Use synthetic data to balance training set (SMOTE)
2. Time series (forward) cross-validation to avoid data leakage



Model selection III: results

● Compared 10 models based on CV balanced accuracy score
● Best-performing model was XGBoost



Final results

● Final model: XGBoost Classifier with SMOTE
● Evaluate performance on test set using walk-forward testing



Final results

● Visualizing predictions from 2022-23 season:
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