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Motivation
● A typical Formula 1 season calendar features 

a number of Grand Prix events, each with
○ three free practice sessions (Friday and Saturday),
○ three qualifying sessions (Saturday) to determine the 

starting grid on race day, and
○ the main race (Sunday)

● Research Questions
○ Explanatory Modeling

■ Which factors from practice sessions during a given Grand Prix have the most significant 
impact on the subsequent qualifying round results?

○ Predictive Modeling
■ By utilizing data from the practice sessions, what level of accuracy can be achieved in 

predicting the qualifying times and grid positions.



Dataset
● Practice and qualifying race data for 

2003-2023 seasons
○ Source: pitwall.app Formula 1 Database

● Train-Test-Split 
○ Training: 2003-2020 seasons
○ Testing: 2021-2023 seasons
○ 85% training, 15% testing

● Variables/Feature
○ # of practice laps (x3)
○ Fastest lap time in practice (x3)
○ Gap to fastest lap time (x3)

● Outcomes
○ Grid position
○ Q1 time

Pandas Dataframe

Pitwall Database



Data Visualization 



Linear Regression and KNN (Predicting Q1 Times)
Five-fold cross-validation (train_test_split 20% testing) using mean squared error

mse (test) = 145.49

mse (validation) = 27.98

mse (test) = 21.51

mse (validation) = 27.98

mse (test) = 9.90 

mse (validation) = 15.40



Linear Regression (Predicting Grid Position)
● Objective: Predict 

starting grid positions 
based on practice 
session data.

● Features: FP1, FP2, 
FP3 times, gaps to 
fastest lap, number of 
laps.

● Performance: MSE: 
21.46, R²: 0.427



Random Forest (Predicting Grid Position)
● Objective: Predict 

starting grid positions 
based on practice 
session data.

● Features: FP1, FP2, 
FP3 times, gaps to 
fastest lap, number of 
laps.

● Performance: 
MSE:13.45, R²: 0.64



Dense Neural Network (Predicting Grid Position)
● Objective: Predict starting grid position as categorical variable
● Learning Rate = 0.001
● Loss: Cross Entropy



Dense Neural Network Performance



Conclusion

● Predicting Formula 1 starting 
grids is difficult. 

● Potential Improvements: 
○ Additional data (ex. Weather 

conditions: practice v. qualifying, 
tires, etc. )

○ Construct additional relative features 
(ex. Grid position in previous race)

○ Predict either race grid as single 
example?


