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Guiding research question

The goal of this project is to detect and classify harmful 
brain activities such as seizures with EEG signals.

Electroencephalography (EEG) is a method to record 
the spontaneous electrical activity of the brain. 19 
electrodes are placed on the scalp to detect electrical 
signals from four regions of the brain (LL, LP, RP, RL).

A good brain activity classifier will improve EEG pattern 
recognition, and help doctors and brain researchers 
diagnose harmful brain activities faster and more 
accurately.



Categories of seizure-like 
brain activities

● Seizure 
● Generalized Periodic Discharges (GPD) 
● Lateralized Periodic Discharges (LPD)
● Lateralized Rhythmic Delta Activity (LRDA) 
● Generalized Rhythmic Delta Activity (GRDA)
● “Other”



Structure of the data

● The dataset for the project is publicly available at Kaggle Competition “HMS – Brain 
Activity Classification”. The data consists of EEG and spectrogram files from 1950 
patients.

● The middle 10sec of each EEG with corresponding spectrogram segments have been 
annotated by a group of experts into the six categories:



● Filtered for overlapping time windows.
● Interpolate missing values in EEG data.
● Apply transformations traditional to EEG literature.
● Apply denoising filters.

Data clean-up and preprocessing



Features 
of Interest

(Relative) EEG 
time series data

Kaggle 
Spectrograms

Convert to Mel 
spectrograms

Signal 
Processing

Extract 448 features 
using eeglib library

Extract 2048 features Extract 2424 features 

4920 Features



Modeling approach

Use train set to select top 
features upto 90% of cumulative 

feature importance 

4920 
Features 

Feature selection using CatBoost
Feature importance computed on validation set 

and averaged over 5-fold CV 

1998 
Features 

90:10 train/test 
stratified split to 

account for 
class imbalance

Classification models considered:
- Multinomial logistic regression
- Naive Bayes
- Random Forest
- XGBoost
- CatBoost

Evaluation Metric for model comparison: 
Average KL Divergence across 5-fold 

cross validation

Model output: 
Probability of being in 
each of the 6 classes

(Seizure, GRDA, GPD, 
LRDA, LPD, Other)



Model Performance

Model 
Average KL 

Divergence across 
5-fold CV

Baseline 1.36

Logistic 
Regression 1.17

Naive Bayes 16.72

Random 
Forest 0.81

XGBoost 0.78

CatBoost 0.79

Baseline model: Probability of being in each 
of the 6 classes is the proportion of the 
samples in the training set with that class 

KL Divergence: 0.71 Balanced Accuracy: 0.53

Confusion 
matrix

Weighted Precision: 0.58
Weighted Recall: 0.57

Weighted (# of true instances of 
each class) average of individual 
precision and recall values to 
account for class imbalance

On Test Set



Future research

● Model is reasonable at detecting Seizures, LPD, GPD, and GRDA, but very 
poor on LRDA

● Run deep learning models such as CNNs (unsuccessful on Mel spectrogram 
data)

● Develop more sophisticated data preparation pipeline following state of the art 
EEG literature for such models
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